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RESUMO

Essa dissertagio apresenta uma parcela do trabalho desenvolvido para melhoria do SLA
ou parte de um conjunto de sistemas direcionados para melhoria do gerenciamento com a
intengdo de diminuir o tempo de resposta entre a detecgfio das mudancas de estado em
uma rede de telecomunicacdes e o servigos de Datacenter com intuito de acelerar a
identificagdio , diagnéstico e atendimento dos possiveis problemas apresentados através de
alarmes.

As etapas do desenvolvimento e motivagio deste trabalho serfio apresentadas através dos
ambientes gerenciados evidenciando o funcionamento da rede , tecnologias envolvidas e
do Datacenter antes da descri¢8o o sistema foco desta dissertagdo.

Temos uma seqiiéncia de desenvolvimento e implementagdes de sistemas direcionados a
melthoria do gerenciamento , portanto a narragfio das tecnologias envolvidas e sistemas
utilizados torna-se necessaria para melhor compreensio do sistema de abertura automatica
de Trouble Tickets , foco deste trabalho.

A rede de telecomunicacio citada , oferta servigos de conexdo a Internet e interligagdes
“Clear Channel” , utilizados para telefonia ¢ “Dados” e adota o gerenciamento baseado em
TMN.

Sdo ofertados servicos de Hosting e Colocation no Datacenter. Servigos destinados a
oferta de infra-estrutura e geréncia de servidores.

A Geréncia adota na Operagdo , diversas ferramentas , contudo duas podem ser
destacadas , pois atuam como sustentdculo do “trouble shooting”(Diagnéstico) , séo elas,
Siebel e Netcool.

O Netcool integra as diversas plataformas dos elementos da rede , conforme o medelo
TMN , apresentando as mudangas de estado, o Siebel € um sistema que armazena o
histérico das atividades e informag@es técnicas e comerciais dos clientes.

A diminuigio do tempo tem o intuito de melhorar o acordo de nivel de servigo ofertado
aos usudrios da rede , substituindo a fungdo do Operador na detecgdo , abertura de
“tickets” e divulgagdo destes eventos aos clientes afetados , pois evita erros cometidos por
desgaste do técnico em uma Operaciio 24/7. Esse trabalho retine elementos para o projeto
de integragdo entre o Netcool e o Siebel.

O desenvolvimento do sistema devera abranger a integragiio entre o Netcool e o Siebel
com intuito de abrir automaticamente os trouble tickets no Siebel e envios das
correspondéncias eletrbnica para os clientes que o sistema de geréncia detectou.

A integragdo terd diversas etapas , contudo iremos iniciar com a abertura automatica de
Tickets.

Conforme citado anteriormente essa Operagdo oferta um acordo de nivel de servigo
nivelado com os pardmetros do mercado ¢ a intengdo desta integragdo € diminuir o tempo
de identificagiio ¢ atendimento dos eventos melhorar o SLA.

Basicamente, esta integragfio torna possivel criar trouble tickets no Siebel a partir de
alertas relevantes gerados pela rede e recebidos pelo Netcool.
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1. OBJETIVO DO DOCUMENTO

O presente trabalho reline elementos para o projeto de integragfo entre o sistema(Netcool)
utilizado para identificagdo e apresentagao dos diversos eventos ou ocorréncias surgidos
em uma rede de telecomunicagéo € na infra-estrutura do Datacenter , € uma ferramenta
CRM , o Siebel com intuito de relacionar as mudangas de estado ocorridas nos elementos
darede, através de anélise das prioridades dos alarmes e posterior abertura de chamados
no sistema de atendimento aos clientes.

O trabalho de integragio ¢ composto por diversas etapas , contudo ser4 apresentado nesta
dissertagdo apenas a fase de automatizacio da abertura dos Trouble Tickets.

Conforme citado com intengo de facilitar a percepgio dos beneficios da implementagio
desta integragdo sera descrito neste trabalho caracteristicas da rede , dos sistemas
utilizados , tecnologias envolvidas e critérios operacionais para facilitar o entendimento da
necessidade da solugdo e a etapa atingida.

A intengfo da descrigfo efetuada neste trabalho ¢ apresentar a rede os principais
elementos que comp&em essa estrutura , 0s servigos e 0 modelo de Geréncia adotado,
facilitando a compreensdo da necessidade do sistema.

Finalmente sera descrito o sistema desenvolvido para melhorar o acordo de nivel de
Servigo

Observa-se que com crescimento em tamanho e complexidade das redes de
telecomunicagdes aumentou a exigéncia do mercado consumidor de servigos de telefonia
¢ dados em estabelecer um acordo de nivel de servicos(SLA) , usado para definir
formalmente o nivel de eficiéncia a ser atingido na prestagio de servigos , para melhorar o
desempenho na recupera¢fio do servigo. Essa necessidade estimulou intensivamente o uso
de ferramentas automaticas de gerenciamento para auxiliar a administracfio e operagio dos
sistemas de monitoragfio. Essa implementaco permite concentrar em uma plataforma as
fun¢fes de monitoramento e controle do funcionamento da rede, possibilitando que um
tinico Operador exerca efetivo controle sobre uma infra-estrutura distribuida. Torna-se
necessario também determinar as expectativas e concilid-las com o servigo real ofertado, o
que pode ser obtido através do conceito SLM ou Gerenciamento de Nivel de Servigo.

A estrutura hoje existente de monitoragdo ,baseada no modelo OSI serd a plataforma de
desenvolvimento desta dissertagio com intuito de definir novos critérios para o
relacionamento entre as mudangas de estado detectadas no gerenciamento , criando
inteligéncia na analise dos alarmes e produzindo através da abertura de “Trouble Tickets”
no sistema de CRM , tépico deste trabalho , aperfeigoando a eficiéncia no atendimento
com pro-atividade na geréneia de falhas que tem a responsabilidade de monitorar os
estados dos recursos, a manutengio de cada um dos objetos gerenciados, e as decisdes que
devem ser tomadas para restabelecer as unidades do sistema que venham a dar problemas.



2. INTRODUCAOQ

.

A proposta ¢ composta da andlise , projeto e implementa¢do do sistema de abertura
automatica de Trouble Tickets e envio de correspondéncia eletronica , quando detectado
através da Geréncia uma mudanga de estado classificada como alarme critico.

Os eventos sdo identificados e apresentados utilizando uma plataforma de monitoragdo de
mudangas de estado conhecida como “Netcool” e sio registrados no Siebel , sistema de
geréncia de informagéo dos clientes , a sugestfio do projeto ¢ integrar o Netcool ao Siebel
com intuito conforme descrito no objetivo de melhorar o SLA , diminuindo o tempo.

Sera apresentado neste item as tecnologias envolvidas na rede e os servigos disponiveis
para facilitar a compreens#o da estrutura gerenciada além do modelo TMN de Geréncia.

Nio é intencio desta dissertacdo relatar com detalhes as tecnologias envolvidas , contudo
torna-se necessario comentar algumas caracteristicas para entendermos o objetivo.

Nesta primeira etapa da descri¢@io vamos vislumbrar as principais tecnologias da rede e os
modelo adotado para geréncia e envio de alarmes para Operagéo.

Os temas descritos estéio orientados conforme a necessidade identificada de uma seqiiéncia
légica. Narro acerca de SDH , ATM e rede IP principais camadas da rede , estas estio
sobrepostas existindo a necessidade de compreensfio das mudangas de estado destas
tecnologias para posterior implementagdo das correlag@es entre as camadas da rede e
integracdo dos sistemas de Geréncia e CRM. Também serd descrito o ambiente de
geréncia de infra-estrutura do Datacenter.

A camada de enlace{ATM) pode enviar eventos que estariam caracterizados com
problemas na camada fisica(SDH) , podemos também observar problemas similares na
correlagdo dos eventos da camada de rede (IP) ¢ camada 2. Podemos portanto descrevendo
a estrutura da rede identificar os problemas com intuito de minimizar problemas na
integragdo. Também serd apresentado os servigos ofertados e para finalizar o modelo
TMN de Geréncia , portanto iniciando a descrigdo temos que ,uma das formas de
classificar uma rede diz respeito 4 sua abrangéncia geogréfica.

Uma rede pode ser chamada de “rede local” ou LAN quando se restringe a uma érea
geografica préxima, como uma sala, um andar, um prédio ou mesmo um pequeno
conjunto de prédios. E o tipo de rede mais comum e encontra-se em todos os tipos de
organizagdes.

J4 redes de abrangéncia geogrifica maior, recebem outras denominagdes: MAN é uma
rede com abrangéncia de alguns quildmetros, como uma regifio geografica do tipo
“Grande Sdo Paulo” ou um grande campus WAN ¢é uma rede na qual a abrangéncia se
estende por grandes regifes, como estados ou mesmo paises.



A Rede utilizada para o desenvolvimento do tema , MAN se apresenta como um perfeito
fornecedor de meios de comunicagdo entre os diversos pontos em diversas cidades no
Brasil. Formada por diversas estagdes , que funcionam como nds centrais da rede, e estes
na estrutura formam o Backbone.

Esses “nds” , denominados HUBs funcionam como transito , onde o tréfego dos clientes
culminam através de enlaces de radio PD! , entrando no backbone de alta capacidade
com destino a outro né e conseqiientemente ao destino final , interligando dois ou mais
pontos de presenga de um mesmo usudrio. Temos também a terminagdo do percurso nos
Roteadores de acesso a Internet .

Neste HUB, encontram-se os equipamentos ATM , responséveis pela interconex@o com o
PoP ¢ pela conexiio Gateway. A interconexio entre os hub’s é feita em STM-1, através de
links de radio SDH , em hot stand-by. O Core da rede foi desenhado em forma de anel,
para proporcionar um melhor desempenho e confiabilidade.

O PoP é o Ponto de Presenca, e serve como ponto de acesso para a Rede, aos clientes desta
rede. Neste PoP, alguns equipamentos sdo utilizados para prover o acesso ao Backbone , ¢

assim permitir a comunicacdo fim a fim. Estes equipamentos utilizados séo rddios PDH ,
conforme citado e a Unidade de Interface de Dados para conexdes abaixo de 2Mbps , pois
a tecnologia PDH fornece multiplos de 2 Mbps , com limite em 34 Mbps.

As velocidades de transmissio ofertadas sao de 64K e seus multiplos até 2 Mbps e E3 (34
Mbps). Para conexdes em STM-1 (155 Mbps) a tecnologia utilizada sera em SDH.

O Gateway ¢ a interligagio entre duas redes em alta velocidade sendo utilizado para troca
de trafego entre Operadoras de telecomunicagdes para atuagdo em conexdes de longa
distancia ou fornecimento de interligaces de Gltima milha.

Toda a rede é gerenciada no NOC , Centro de Operagio da Rede , onde estdo instalados
os sistemas de Geréncia. A Operagio é efetuada através deste centro.

O NOC também deve ser considerado como uma HUB com adigio da camada 3
responsdvel pelo acesso a Internet , pois possui a mesma estrutura concentrando todo o
acesso a Internet.

10
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Figura 1(Modelo da Topologia da Rede)

O backbone de radio SDH compde a primeira camada da rede metropolitana das cidades e
o ATM pode ser o instrumento da convergéncia voz-dados-imagem, para a integragio de
PABX corporativos — reduzindo significativamente os custos de telefonia — com a rede de
dados por meio de switches ATM, além de possibilitar a implantagfio de servidores de

video e videocidmeras para aplicagdes como colaboragdo em desktop video ou um
provedor de videoinformagéo sobre a rede ATM.

Quando se adota a tecnologia ATM, a banda utilizada no link é exatamente aquela
requerida pela aplicagdo, portanto, sem desperdicio. O casamento entre as duas
tecnologias vem sendo empregado em muitos casos onde a infra-estrutura SDH ja esta
construida.

O emprego do ATM faz com que essa rede possa beneficiar-se do uso mais inteligente e
eficiente da banda por meio de alocagfio dinimica dentro do SDH.

A tecnologia ATM, bastante difundida em Backbones de LANs, mesmo concebida no
ambiente de WAN, tem encontrado espago cada vez maior nas redes metropolitanas
(MANS) e entre os chamados provedores de servigos alternativos.

Para a montagem de uma rede foi menos dispendioso trabalhar com uma infra-estrutura
de transporte enxuta onde todo o trafego, seja de dados, voz ou video, possa ser



manuseado com alta performance e com a garantia de qualidade que s6 o ATM pode
oferecer.

Além da capacidade de dar prioridade a diferentes tipos de trafego e alocagdo dindmica de
banda, o constante desenvolvimento dessa tecnologia possibilita, hoje, o mesmo patamar
de redundancia ¢ alcance do SDH. Por meio de seus protocolos como o PNNI ¢ possivel o
re-roteamento dindmico em valores muito préximos aos obtidos em redes SDH. Em
resumo, quando se utiliza a rede apenas para o trafego de dados n3o existe a necessidade
da utilizagio de SDH. Quando se compartilha voz e dados, o SDH assegura, em caso de
falha no radio, o re-roteamento de chamadas de maneira quase imperceptivel. O ATM
também permite esta rapida recuperag@o. Os beneficios do ATM, aliados ao alto custo dos
equipamentos SDH, fazem com que redes baseadas somente nesta tecnologia sejam
construidas para prover servigos.

Temos conforme descrito acima um exemplo da ocorréncia de dois eventos diferentes com
envios de Traps pelos equipamentos e apresentagdo dos alarmes pelo Netcool , contudo
essas mudancas de estado tem severidades diferentes , pois na falha do enlace de radio
SDH teremos um alarme critico e conseqiiente re-roteamento do canal virtual criado sobre
a camada fisica , gerando um alarme de Adverténcia.

A identificagio dos eventos e conseqiiente correlagdo deve evitar abertura de Trouble
Tickets indevidos traduzindo em eficiéncia no diagndstico.

A rede ATM ¢ sempre representada por uma nuvem, j4 que ela ndo ¢ uma simples conexdo
fisica entre 2 pontos distintos. A conexfo entre esses pontos ¢ feita através de rotas ou
canais virtuais (virtual path / channel) configurados com uma determinada banda. A
alocaciio de banda fisica na rede é feita célula a célula, quando da transmisséo dos dados.

Na interconexiio de LANSs, as duas tecnologias também sfio capazes de realizar a tarefa.
Mas o ATM tem a preferéncia pelo seguinte aspecto: a arquitetura SDH foi concebida para

trafego de servigos de voz. A capacidade dec modelar dados em rajadas, caracteristica do
trafego LAN, € prevista nas premissas de qualidade de servigo intrinsecas a tecnologia
ATM. Mesmo para dados menos prioritarios existem contratos que garantem o uso
eficiente da banda e uma inteligente politica de entrega desse trafego, além do descarte do
mesmo em caso de congestionamento.

Com o SDH a técnica empregada é o TDM (Time-Division Multiplexing), o que significa
que mesmo sem informagfio para ser transmitida, a banda fica alocada. Redes ATM tém
multiplexac¢do dindmica e podem avaliar, por exemplo, se existe trafego de voz ou néo em
uma conexio entre dois PABX a 2Mbps, garantido a qualidade do sinal em caso positivo,
ou liberando a banda para outras aplicagdes se o circuito estiver inativo.

Em outros itens, essas tecnologias voltam a ser igualmente eficientes, como a habilidade
para trabalhar com dois links paralelos simultdneos. Em relag@o 4 habilidade para trabalhar
em um canal primdrio e chavear para um backup secundério em caso de falha, as duas



conseguem. O ATM, porém, pode fazer o re-rotcamento, garantindo os contratos de
qualidade de servigo previamente negociados e a funcionalidade das aplicagdes criticas
mesmo em caso de falhas. Na tecnologia SDH, o link secundério deve estar sem trafego, o

que ¢ chamado de “hot stand by”, ou seja, esperando por uma falha do primério para poder
entrar em atividade.

Na rede utilizada no desenvolvimento temos a estrutura ATM sobre SDH , sendo
complementares e funcionando de modo harmonioso aproveitando o melhor das duas
solugdes.

O ATM conforme citado permitem a oferta de servigos de conectividade em banda larga
dedicada, com qualidade total assegurada, garantindo solugdes de valor critico para o
negécio das empresas. Abrangem os grandes centros urbanos brasileiros, compondo
backbones metropolitanos interconectados e grande capilaridade, com capacidade de
chegar a pontos niio atendidos pelas demais operadoras com solugdo de radio PDH.

A rede é composta por diversas camadas para fornecimento dos servigos de “clear
channel” e acesso Internet.

Iniciando o esclarecimento das camadas quc compde a rede , serd descrito as tecnologias
envolvidas na estrututra .

Temos na camada 1, backbone de radios SDH interligando as HUBs , acima desta
camada , utilizamos ATM para suporte dos servicos de Clear Channel ¢ na camada 3
TCP/IP para os servigo de acesso a Internet.

Todos os elementos da estrutura tem software proprietirio de geréncia e enviam os Traps
para um sistema integrador chamado Netcool , responsével pela identificagdo do evento e
apresentagdo ao Operador.

Para uma melhor identificagdo da rede e das tecnologias inicio a descrigdo e detalhamento
da estrutura em topicos que detalham temas importantes para montagem do trabatho :

2.1 SDH

O Backbone , primeira camada (Fisica) formada por rede SDH ou hierarquia sincrona de
dados. Padrdo europeu para o uso de meios de transmissdo , rddio como transporte fisico
para redes de longo alcance a altas velocidades.

SDH, Hierarquia Digital Sincrona, é um sistema de transmissdo digital de alta velocidade,
cujo objetivo basico ¢ construir um padrfio internacional unificado, diferentemente do
contexto PDH, que possui trés diferentes padrdes (Americano, Europeu ¢ Japonés).

Um sistema unificado propicia maior capacidade e eficiéncia na geréncia das redes, bem
como uma consideravel redugfio de pregos. O processo de multipelexagio, por ser mais
flexivel, torna muito mais simples essa etapa, em relagio ao PDH, que necessita de
simetria de equipamentos em todos os pontos da rede. Um sinal SDH pode ser inserido
dentro de uma taxa maior, sem passar por estagios intermedidrios.



As principais caracteristicas diferenciadoras que definem o sistema SDH sio:

Toda rede transmite, sincronamentc ¢ em fase, os sinais STM-n. A PDH ¢
plesidcrona;

Organizagdo em bytes, enquanto que o entrelagamento em PDH ¢ feito por bits;

Os comprimentos dos quadros sfo uniformes (sempre 125ps), 0 que ndo ocorre no
sistema PDH;

Uso de ponteiros para indicar o inicio de cada quadro e processar eventuais
justificaces. A PDH usa palavras de alinhamento,

Alta capacidade de geréncia (supervisfio, operagdo, manutengdo, etc.).
Aproximadamente 5% dos bytes SDH sdo reservados para fins de supervisdo e
geréncia, o que € um indice infinitamente maior que num sistema PDH;

O sistema SDH pode acomodar os feixes plesiécronos nos quadros STM-n com
total compatibilidade; com tecnologias atuais e futuras. O SDH aceita e € capaz

de transmitir todos os sinais tributdrios existentes nas redes atuais. Sua
padronizagio ja prevé que possa também ser usado para transportar servigos ainda
nio existentes;

Padroniza¢do mundial, enquanto que a PDH tem padronizagdo parcial;

As redes SDH permitem acesso dircto aos tributarios, o que ndio € possivel em
PDH;

A ftransmissio pode se dar por Cross-Conetions ¢ Add/Drop. Em PDH, s6 ¢
possivel transmitir ponto-a-ponto.

SDH ¢ definida uma estrutura basica de transporte de informagdo denominada Médulo de
Transporte Sincrono-1 (Synchronous Transport Module-1, STM-1), com taxa de 155,5
Mbit/s. Esta estrutura define o primeiro nivel de hierarquia. As taxas de bit dos niveis
superiores sdo multiplos inteiros do STM-1. Atualmente sdo padronizados quatro médulos
de transporte, a saber:

STM-n Taxa (Mbps)
STM-1 155.5

STM-4 622.1
STM-16 2488.3
STM-64 9953.3

Além dessas taxas, existe uma estrutura de quadro com capacidade de transmissdo mais
baixa que a do STM-1, com o objetivo de utilizagio somente para sistemas de radio-enlace



¢ satélite. Essa estrutura possui taxa de 51,8 Mbit/s ¢ é denominada STM-0, ndo sendo
considerado um nivel hierarquico da SDH.

Na SDH, a informagio esta organizada em mddulos sincronos de transporte (STM), os
quais contém trés elementos basicos:

SOH (cabecalho de se¢fio): cumpre fungdes de sincronismo de quadro, canais de servigo,
fungdes de controle, etc.

AU - Pointer (ponteiro da unidade administrativa): indica como estd estruturada a
informagio na 4rea da carga util, e indica como localizar os “virtual container”, onde esta
a informagdo dos tributarios.

“Playload” (4rea de carga util): composta de “containers” virtuais, os quais recebem e
acomodam organizadamente as informag@es dos tributarios:

A rede SDH possibilita que mais empresas e pessoas usem, facilmente, enlaces privados a
altas taxas. Enlaces privados de 2 Mbps, ou superiores.

22 ATM

A segunda camada da rede usada no trabalho ¢ ATM ou modo de transferéncia assincrono.
No ATM, a informagio do usudrio (pode ser voz, dados ou imagens} ¢ dividida em
pacotes de 53 bytes, também conhecido como célula. Cada célula possui um cabegalho
indicando de onde vem, para onde vai e de que tipo de

informagfio carrega. O usudrio ndo ocupa recursos do sistema se ndo tiver pacotes a
transmitir. Quanto mais dados o usuario precisa transmitir, mais pacotes vai ocupar;
quanto menos dados, menos pacotes. Por isso se diz que o ATM tem largura de banda
transparente.

Nos comutadores ATM podem ter, embutido, um multiplexador de SHD com STM-1 (155
Mbps). Os equipamentos SHD sabem identificar, remanejar, inserir e extrair pacotes ATM
porque ha padrdes internacionais para a criagfio, a partir de célula ATM, de containers
virtuais dentro do quadro STM-n. A tecnologia de SHD serve como infra-estrutura para os
servigos baseados em comutadores de ATM.

O modo de transferéncia assincrono é uma tecnologia baseada na comutagio de pacotes de
dado (células) com tamanho fixo de 53 bytes.

Consiste de uma técnica pelo qual cada conexfo ¢ estabelecida independentemente, sendo
feita a alocagdo do canal virtual e da velocidade requerida.

Caracteristicas:
e Comutacgio e transporte comuns a todos os servigos.
e Alocagdo dindmica de banda, desde quase zero at¢ altas taxas.

e Suporte a servigos de taxas variaveis
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s Suporie a servigos multimidia.

Os servigos, utilizam vérios recursos provenientes das capacidades de comutagio ATM.
O primeiro deles é 0 “Clear Channel.

Neste servigo, a conexdo final entre as duas pontas acontece através de interfaces
G.703/G.704, que sdo fornecidas através dos Switchs ATM. Estd conexfo, do ponto de
vista do Cliente, ¢ uma linha privativa, capaz de transportar qualquer tipo de informagéo
(Voz, Dados, Video, etc) ou protocolo (LAN, WAN, SNA, etc). Do ponto de vista da rede,
este circuito nada mais é do que uma emulagio desta linha privativa, ou seja, esta linha
privativa ndo existe de verdade, ela é apenas simulada. Assim, para o “Backbone” todas as
informagdes transportadas s3o consideradas células, e como tal devem ser tratadas.

Para emulagfo , o switch ATM cria um “caminho”, designado por identificadores (VPI’s
e VCI’s), e que vio se interligando, desde o ponto de origem até o destino final. O circuito
total é formado da somatoria dos trechos, que nio necessariamente serdio iguais em dois
circuitos fim a fim entre os mesmos “sites”.

O mais importante é que esta emulago de circuito sé acontece por causa de uma definigiio
de servico que o ATM suporta. Esta definicdo € conhecida por CBR, ou “Constant Bit
Rate”.

Existe um segundo servigo , estabelecido sobre a rede ATM, aproveitando-se de seu perfil
de trifego estatistico. Desta forma, podemos utilizar melhor a caracteristica do
“Backbone”.

Da mesma maneira que o servigo “Clear Channel” € implementado, o servigo [P também
se utiliza de trechos para montar o circuito fim a fim entre os dois pontos de conexfo. Um
novo “caminho” é criado, mas neste caso, a definigdo de servico ATM utilizada ¢ diferente
da utilizada no “Clear Channel”, pois o perfil de trafego é completamente diferente. A
defini¢do de servigo que o “IP”, usa ¢ conhecido por nrt-VBR, ou Non Real Time

Variable Bit Rate, que ¢ a defini¢do que melhor se encaixa para o perfil de trafego que o
protocolo TCP/IP hoje transporta.

As interconexdes entre as diversas cidades onde a rede esta presente € um ponto delicado,
pois esta interligagio deve manter as mesmas caracteristicas utilizadas nas interliga¢Ges
que acontecem nos “sites” intra-cidade.

As conexdes intra-cidade sdo em STM-1, contudo poderiam ser em El’s , desde que
sejam feitas em cima do protocolo ATM.

As ligacdes efetuadas entre as cidades podem ser logicamente, vistas como uma Unica
rede.

Sobre a camada 2 (ATM) temos uma terceira camada utilizada para transporte e
fornecimento de acesso a internet . Nesta camada temos os roteadores de Core , Acesso ¢
0s CPEs de conexfio do servico.
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2.3 Rede IP

O IP (Internet Protocol) é um tema bastante importante hoje em dia, isto porque ele de fato
domina o padrdo de comunicagio através de toda a Internet.

O IP é um protocolo de camada de rede, que prové o fornecimento dos dados sem conexdo
entre duas entidades. A entrega sem conexdo descreve um método de comunicagdo em que
ela nfo garante o fornecimento do pacote entre a fonte ¢ o destinatério. Em uma rede cada
datagrama IP enviado entre dois hosts, podem seguir caminhos completamente diferentes.
Este comportamento dindmico da rede depende de muitos fatores e € controlado pelos

roteadores. Um roteador dinamicamente determina o melhor caminho para o datagrama
seguir, baseado nas condigdes de trafego dos links da rede.

A maioria das rede locais (LAN) sdo baseadas no padrdo IEEE 802. Ele define um modelo
de meio compartilhado, com cada cliente compartilthando o mesmo canal (pipe) com uma
largura de banda definida. Existem trés canais comuns: o Ethernet, que prové uma largura
de banda de 10Mbps; a Token Ring e a Token Bus que fornecem de 4Mbps a 16Mbps de

largura de banda.

O Protocolo IEEE 802 define o link de dados e a camada fisica do modelo de referéncia
OSI.

A Arquitectura IEEE 802, especifica um modelo de trés camadas para as redes locais
(LAN), estas trés camadas correspondem aproximadamente aos niveis 1 ¢ 2 do OSL

O problema mais comum com modelos de meios compartithados € a auséncia de garantias
de quanta largura de banda estard disponivel para um cliente em qualquer momento.

A tecnologia ATM é baseada em um modelo orientado a conexdo que usa canais virtuais,
para realizar transferéncias sincronas e assincronas em velocidade alta. Apesar das
méquinas de rede IEEE 802 se comunicarem através de transporte orientado a conexdo, o
ATM requer que uma conexdo virtual ponto-a-ponto seja estabelecida antes que a
transferéncia de dados possa iniciar. A comunicacdo virtual ponto-a-ponto é chamada de
Conexéio Virtual (VC). Cada canal virtual consiste de um VCI (Virtual Channel Identifier)
e um VPI (Virtual Path Identifier), que sdo incluidos nos 5 bytes do cabegalho da célula
ATM, de modo a fornecer uma identificagio correta para uma operagdo de switching
adequada, desde a porta de entrada até a porta de saida do switch. como o0s VCs se
estendem por multiplos links, o VCI pode potencialmente mudar para cada link. Quando
um canal virtual é criado, o switch ATM cria e mantém uma tabela de entradas que mapeia
a entrada no VCI em uma porta de entrada, e as saidas do VCI em uma porta de saida.
Devido a essa facilidade, o algoritmo ATM ¢ facilmente implementado em hardware. O
software s6 é necessario para gerenciar as conexdes e manter a tabela de switch.

O ATM possui muitas vantagens em relagfio as LANs IEEE 802. O maior beneficio € a
facilidade para ser usada em uma variedade de meios fisicos ha diferentes velocidades. A
velocidade padrdo é de 155Mbps. O ATM ¢ baseado em uma rede de switches e hosts
interconectados. A largura de banda agregada aumente quanto mais hosts s#io adicionados
4 rede. Enquanto a comunicagdo em ATM pode ocorrer em paralelo com largura de banda
total, redes com meios compartithados podem ficar saturadas com penas alguns hosts.
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Existem dois métodos propostos para a implementacio de IP sobre ATM. A primeira
envolve a implementac¢io de uma camada MAC para fornecer a Emulagdo de LAN

(LANE) IEEE 802 sobre ATM, a segunda envolve a substituicdo a camada de link de
dados da pilha do protocolo com uma camada ATM.

Enquanto a Emulacio de LAN ¢é projetada para integrar redes IEEE 802 e LANs ATM, IP
sobre ATM ¢ projetado para suportar ATM nos desktops. IP sobre ATM substitui a
camada de link de dados da pilha do protocolo, para substituir as fungdes da camada MAC
com fungdes equivalentes de ATM. Por exemplo, a requisi¢io ARP em IEEE 802 solicita
o enderego MAC do destino, e também solicita o endereco ATM do destino um IP sobre
ATM. O cache do host ARP também mantém agora um IP mapeado para o enderego
ATM, ao invés de um P mapeado em um endereco MAC.

As redes ATM devem suportar aplicagBes existentes ¢ pilhas de protocolos de nivel
superior atualmente em uso. No entanto, a rede ATM € orientada a conexdo e opera
diferente das LANs, que nio sfo orientadas a conexdo, além das diferengas nas operacdes
de broadcast e enderegamento.

A abordagem de servigos sem conexdo através de abordagem indireta foi implementada de
tal forma que os protocolos que oferecam os servigos sem conexfo sejam emulados em
conexdes ATM, sendo que as informacgdes serfio transportadas através de conexdes ATM
entre estacOes terminais. Estas estagbes terminais podem ser uma simples estacio ou
equipamentos de rede (pontes, roteadores ou gateways). Esta abordagem poderd entdo
interconectar LANs ¢ MANs com redes ATM, onde os protocolos de acesso MAC e o

protocolo IP serdo emulados em conexdes ATM.

A vantagem de se ter IP sobre ATM € que a camada de link de dados transforma o
transporte de dado IP sem conexfo, em uma transferéncia ATM orientada a conexdo. A
transferéncia tem a vantagem de uma comunicacio ATM ponto-a-ponto. IP sobre ATM
reduz o overhead associado a resolucdo de enderegos broadcast, conseguentemente
reduzindo o atraso associado com a transmissdo do pacote inicial.

Em ATM a camada de adaptagio AALS ¢é a camada usada para transportar pacotes IP. A
AALS define a estrutura que organiza a cole¢iio de células transportar grandes quantidades
de dados. Ela nfio possui multiplexagfio ou controle de nimero seqiiencial de células. A
idéia basica € fornecer uma maneira eficiente e confidvel de transportar os PDUs
(Unidades de Dados do Protocolo). Um PDU de 1 & 65535 bytes é estruturado em uma
seqiiéncia de células marcado por um trailer. As células néo sdo numeradas em seqiiéncia
dentro de um PDU, assumindo que as células podem ser abandonadas, mas ndo
reordenadas em uma rede ATM.

Pacotes IP com cabegalhos LLC IEEE 802 sio colocados em uma PDU AALS. O uso de
LLC permite a identificagio do protocolo (i.e. IP é cncapsulado via IEEE 802). Outros
protocolos também podem transportados usando este mecanismo.

A pesar de todos os protocolos de camada de rede poderem ser executados diretamente
sobre uma rede ATM, s6 o IP é utilizado. Portanto nossa atengdo estard voltada para o
trabalho realizado por varios grupos do dentro IETF (Internet Engineering Task Force), os
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quais sfio responsaveis pelos trabalhos desenvolvidos no sentido de executar IP sobre
ATM.

2.4 Rede/Servicos

A rede utilizada para o desenvolvimento do tema , fornece basicamente dois servigos , de
interconexdo digital em modo transparente (Clear Channel) que conecta duas ou mais
localidades, conforme as necessidades do Cliente, em velocidades de transmissdo que
variam de 64Kbps e seus miltiplos até 2 Mbps, até E3 e STM-1. A maneira como estas
interligacbes

sdo realizadas, se di através do “Backbone-ATM”, e sdio totalmente transparentes ao
usudrio final.

Este servigo se divide em duas op¢des, que atendermn a diferentes finalidades. A primeira
delas € para o atendimento de uma velocidade de 2048 kbps, sem nenhuma separag¢do
interna para os dados, ou sinaliza¢Ses especificas para o atendimento a aplicagbes de voz,
¢ a segunda é para sub-velocidades (de 64 kbps até 1984 kbps — timeslots 1 a 31).

Todos os circuitos serfio estabelecidos através de um PVC, para que as rotas possam ser
melhor definidas e para que os tempos de “delay” possam ser garantidos e mantidos.

O segundo servigo se destina a clientes que pretendam conectar-se a Internet e fazendo uso
de bloco de enderegos IP administrados pela provedora. Estas conexdes s3o presumidas de

carater permanente e de alta disponibilidade. A conexiio entre a rede de dados do cliente ¢
a rede da Citada é feita através do “Frame Relay”

A Rede Wan citada , formada por Comutadores ATM tem capacidade de comutagiio de
células em altissima velocidade (10 a 160 Gbps), além de terem redundincia em vérios
niveis Este switch é altamente escalavel, com as velocidades de interface variando de 1,5
Mbps até 2,5 Gbps e tem como principal caracteristica o suporte concorrente a varios
servigos como Clear Channel, Frame Relay, TCP/IP ¢ ATM, além de uma excelente
performance na comutagdo de células. Estas interfaces podem ser utilizadas tanto para a
comunicagdo entre os dispositivos do Backbone, como para os clientes finais que
necessitam de maior velocidade. Toda estrutura ATM é interligada por radio-enlaces que
transmitem sinais multiplexados nos padrdes da Hierarquia Digital Sincrona(SDH).

Todo o servigo € baseado neste Backbone e estd em conformidade com as especificagdes
definidas pelo ATM Forum, Frame Relay Forum, ITU-T, e outras organizagdes
normativas, que asseguram um padrio de qualidade e interconectividade para o
oferecimento dos servigos.

Os equipamentos que implementam este acesso sio chamados de equipamentos de
terminacdo. O conjunto destes equipamentos instalados no Cliente definem o Ponto de
Presenca (PoP).



2.5 Datacenter

Estrutura que fornece com fornecimento ininterrupto de energia, evitando qualquer tipo
de paralisagdo dos servidores , sistemas de climatizagdo e racks em pisos elevados,
possibilitando que os equipamentos mantenham-se sempre refrigerados e seguranga que
oferta desempenho e confiabilidade de rede, através de uma infra-estrutura que garante a
qualidade dos servigos de Hosting e Colocation .

A monitoragfio ou geréncia dos servigos esta restrita a Hardware e sistema Operacional ,
como , utilizaglio de CPU , disponibilidade de Memoéria , espago em disco e etc.

Hosting

Servigo de Datacenter que oferta locagio de servidores com monitoramento preventivo
24 horas, 365 dias por ano , gerenciamento do sistema operacional , conectividade IP |,
Backup diario incremental e semanal de todo o contetdo dos servidores , protecéo através
de Firewall

Colocation

Servico de Datcenter que oferta locagio de espago em Racks , conectividade IP
monitoragfo dos alarmes e notificacdo.

2.6 Correlacdes dos Alarmes

Podemos perceber que a sobreposiciio das camadas geram identificagio de alarmes
simultdneos pelos Operadores podendo dificultar a percepgfio do problema e aumentando
0 tempo.

Conforme citado a camada 1 ¢ formada por enlaces de radio SDH e o dimensionamento
de enlaces em microondas leva em consideracdo diversos fatores, tanto em termos de
equipamento utilizado quanto em condigdes atmosféricas e eletromagnéticas esses fatores
sdo relevantes nos calculos dos enlaces. Temos portanto possibilidade de degradagiio
ocasionadas por mudancas climaticas no meio ¢ interferéncia de freqiiéncias nos
equipamentos , gerando re-roteamento dos canais virtuais na rede ATM. O tempo de
roteamento ¢ imperceptivel.

Os alarmes apresentados nesta situagio sfo de adverténcia , contudo quando existe falha
no equipamento SDH e a contigéncia nfo suporta o trifego que deve ser roteado , temos
queda de um ou mais conexdes virtuais. Observando essas caracteristicas teremos alarmes
diferentes , pois existird queda dos SPVCs . do enlace de radio SDH e falta de banda na
contigéncia , todos criticos.

A detecgio de todos os alarmes e diagndstico dos possiveis problemas pelo Operador do
NOC , tem um periodo entre a monitoracdo e abertura do Trouble Ticket em torno de 30
minutos , contudo existindo classificagio adequada e correlacio dos eventos poderemos
automatizar a abertura e aviso aos clientes reduzindo o tempo do diagnéstico para 15
minutos.
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Apbs o breve relato das principais tecnologias envolvidas e dos servigos ofertados ,
podemos iniciar a descri¢io do modelo de geréncia utilizado para referéncia da Geréncia
da rede.

2.7 Geréncia

O sistema de geréncia da rede utilizada , baseia-se em TMN , modelo largamente usado.
No modelo TNM de geréncia para obter-se conectivadade com as redes complexas,
necessita-se que varios produtos de diversas tecnologias entre vendedores diferentes
interajam entre si. Para tanto, a comunidade internacional de computadores e
telecomunicagdes definiram um framework de geréncia que se estende do gerenciamento
de eclementos de redes individuais a unidades inteiras corporativas denominado:
Telecommunications Management Network

TMN , inclui a especificacdo de interfaces de gerenciamento padronizadas para blocos
funcionais comuns e define técnicas para modelar genericamente a informagfo de

geréncia.

Um conceito-chave é que qualquer recurso de rede deve ser gerencidvel por qualquer
aplicagéio “Gerente”. Este fato exige que tanto o recurso gerenciado como a aplicagéo
gerente compartilhem n3o sé um meio padrio de comunicacéo,

mas também um modelo de informacgio comum para descrever estes recursos. TMN utiliza
padrdes OSI tanto para protocolos de comunicagio quanto para a estruturagio do modelo
de informagio, garantindo, assim, interoperabilidade entre diferentes produtos.

Em TMN, um “Agente” inteligente interage com um recurso gerenciado para processar
operagdes de geréncia enviadas de uma aplicagdo gerente remota. O agente mantém uma
representacio dindmica dos recursos como Objetos Gerenciados através do emprego
conceitos de orientagdo a objetos.

O modelo TMN permite que recursos iniciem a comunicagio com o Gerente., emitindo
notificages de alarme ou em outras condigdes criticas.

O modelo ¢ dividido em niveis ou camadas que restringem as atividades de geréncia
contidas nelas, mas sendo possivel a comunicagéo direta entre camadas nfo adjacentes. A
hierarquia tem o seguinte formato:

1. Camada de Elemento de Rede

Corresponde as entidades de telecomunicagdes (software ou hardware) que precisam ser
efetivamente monitorados e/ou controlados. Estes equipamentos devem possuir agentes
para que possam fornecer as informagGes necessarias ao sistema de geréncia, como coleta
de dados de performance, monitoragéo de alarmes, coleta de dados de trafego, etc.



2. Camada de Geréncia do Elemento da Rede

Esta camada ¢ responsavel pelo gerenciamento dos equipamentos na forma de sub-redes,
ou seja, pequenas partes da rede completa devem ser gerenciadas € suas informac6es
sintetizadas para poderem ser aproveitadas pela Geréncia de Rede do sistema, que tem
assim a visdo completa da rede.

3. Camada de Geréncia de Rede

Esta camada gerencia o conjunto de elementos (sub-redes) como um todo, tendo uma
visdo fim-a-fim da rede. Para isso, ela recebe dados relevantes dos varios sistemas de
Geréncia de Elemento de Rede e ao processa-os para obter uma visfio consisa da rede
completa.

4. Camada de Geréncia de Servigo

Esta camada relaciona os aspectos de interface com os clientes, e realiza fungdes como
provisionamento de servigos, abertura e fechamento de contas, resolugio de reclamacdes
dos clientes (inclusive relacionados a tarifagdo), relatérios de falhas e manutengio de
dados sobre qualidade de servigo (QoS).

5. Camada de Geréncia de Negdcio

E um ponto onde ocorrem as agdes executivas, ou seja, € responsdvel pela geréncia global
do empreendimento. E neste nivel em que sfo feitos os acordos entre as operadoras € onde
sdo definidos os objetivos.

Areas Funcionais

De forma a se englobar toda a funcionalidade necessaria ao gerenciamento de uma rede de
telecomunicagdes (planejamento, instalagdo, operagfio, manuten¢o e provisionamento),
identificou-se cinco areas funcionais:

e Gerenciamento de Desempenho
¢ Gerenciamento de Falhas

» (Gerenciamento de Configuragio
» Gerenciamento de Tarifacio

» Gerenciamento de Seguranga

1. Gerenciamento de Desempenho

O gerenciamento de desempenho envolve as funcdes relacionadas com a avaliagfio e relato
do comportamento dos equipamentos de telecomunicacdes e a eficiéncia da rede. Estas
fungdes se dividem basicamente em dois grupos:
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Medidas de Trafego: capacitam o usudrio a definir e controlar a entrega de
relatérios de medidas de trafego;

Monitoragdo de Desempenho: informagdes que permitem ao usudrio obter, avaliar
e relatar pardmetros de desempenho da rede. Estas informagdes podem ser
utilizadas como apoio ao diagndstico de falhas, planejamento de rede e qualidade
de servigo.

Algumas fungdes relativas ao gerenciamento de desempenho sio:

manter informacSes estatisticas;

manter logs de historicos de estados;

determinar a performance do sistema sob condi¢des naturais e artificiais;

alterar os modos de operag#io do sistema com o propésito de conduzir atividades de
gerenciamento de desempenho.

2, Gerenciamento de Falhas

O gerenciamento de falhas engloba as fungGes que possibilitam a detecgio, isolagdo e
corregdo de operagdes anormais na rede de telecomunicagdes. As falhas impedem os
sistemas de cumprir seus objetivos operacionais e podem ser transientes ou persistentes.
As fungdes de gerenciamento de falhas podem ser divididas em:

Supervisdo de Alarmes: gerenciamento de informagdes sobre as degradagdes de
desempenho que afetam o servigo;

Teste: o usudrio pode solicitar a execugfio de um teste especifico, podendo
inclusive estabelecer os parimetros deste. Em alguns casos, o tipo e os parfmetros
do teste podem ser designados automaticamente;

Relatério de Problemas: utilizado para rastrear ¢ controlar as ag&es tomadas para
liberar alarmes e outros problemas,

Algumas fungdes do gerenciamento de falhas sio:

manter logs de erros;

receber e agir sobre notificagfes de erros;
rastrear ¢ identificar falhas;

gerar seqfiéncias de testes de diagnostico;
corrigir falhas.

3. Gerenciamento de Configuragio
O gerenciamento de configuragio habilita o usuério a criar e modificar recursos fisicos e
logicos da rede de telecomunicagdes. Suas fungdes sdo divididas em:
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+ Gerenciamento de Ordem de Servigo: possibilita a identificacdo e o controle do
provisionamento de novos recursos necessarios para a rede de telecomunicagGes.
Uma Ordem de Servico pode ser utilizada para solicitar novos recursos, fisicos ou
légicos;

« Configuragio de Recursos: fungdes que tém como finalidade possibilitar que os
recursos da rede possam ser criados, roteados, controlados e identificados;

» Informacio de Recursos: fungdes que tém por finalidade apresentar a lista de
recursos alocados, verificar a consisténcia da informagfo e obter informagao sobre
os recursos disponiveis.

Algumas fun¢des relativas ao gerenciamento de configurac@o sdo:

» setar pardmetros de controle de rotinas de operagdo do sistema;

» associar nomes aos objetos gerenciados e configura-los;

« inicializar ¢ deletar objetos gerenciados;

¢ coletar informages em tempo real a respeito de das condigdes atuais do sistema,
« obter avisos a respeito de modificagBes significativas nas condi¢des do sistema;
« modificar a configuracio do sistema.

4. Gerenciamento de Tarifacéio

O gerenciamento de tarifacdio prové um conjunto de fung@es que possibilitam a
determinag@o do custo associado ao uso da rede de telecomunicagdes. Algumas funges
associadas ao gerenciamento de tarifagdo sdo;

* informar aos usudrios os custos associados aos recursos consumidos;

* habilitar limites de tarifag#io e setar agendamentos a serem associados com a utilizagdo
dos recursos; * combinar custos quando um requisito de comunicagéio exigir multiplos
recursos combinados.

5. Gerenciamento de Seguranga

As principais fungdes que devem se encaixar no gerenciamento de seguranga s3o:

« criagio e controle de servigos ¢ mecanismos de seguranga,
o distribui¢do de informagdes relevantes a seguranca;
« armazenamento de eventos relativos a seguranga.

Arquitetura Fisica

Os blocos construtivos ¢ as interfaces que permitem interliga-los, Estes blocos
representam implementagdes fisicas de funcionalidades (blocos de fungées) da TMN.

Os blocos construtivos da arquitetura fisica TMN sdo os seguintes:

Rede de Comunicagéio de Dados (DCN): é uma rede de dados que utiliza protocolos
padronizados (deve, sempre que possivel, seguir 0 modelo OSI) e permite a comunicagio
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dos elementos de rede com os sistemas de suporte a operacio. Pode ser composta de varias
sub-redes de comunicacgfio de dados, como X-25, RDSI, LAN, etc.

Elementos de Rede (NE): bloco que corresponde as entidades de telecomunicagfes
(equipamentos ou facilidades) que sdo efetivamente monitorados ¢/ou controlados. E
importante distinguir duas classes de fungdes que podem estar contidas numa NEF:

« fungdes de telecomunicages que estao diretamente envolvidas no processo de
telecomunica¢des (comutagido e transmissio);

s fungBes nio diretamente envolvidas no processo de telecomunicagfes, como
localizagdo de falhas, bilhetagem, comutagdo, prote¢do ¢ condicionamento de ar.

Sistema de Operacdio (OP): engloba as fungdes que permitem realizar o processamento e o
armazenamento das informacdes relacionadas com a operagfio, a administragio a
manutengio e o provisionamento das redes e servigos de telecomunicagdes.

Dispositivo de Mediagdo (MD): é o bloco que age sobre as informagdes trocadas entre os
NE e os OS, visando tornar a comunicago mais transparente ¢ eficiente. Pode envolver
varias categorias de processo:

» processos de conversdo de informagio entre diferentes modelos de informagéo;
+ processos envolvendo interfuncionamento entre protocolos de alto nivel;

» processo de tratamento de dados;

o processo de tomadas de decisdes;

s processo de armazenamento de dados.

Estages de Trabalho (WS): é o bloco que engloba os recursos para o acesso de operadores
aos blocos NE, OS e MD. Este terminal deve ser capaz de traduzir o modelo de
informag&o usado na TMN.

As fungdes das WS devem prover ao usuario do terminal as fun¢Ges gerais para executar
entrada e saida de dados. Geralmente incluem:

= seguranca de acesso ¢ login;

« reconhecimento e validagdo de entradas;

s formatac8o e validagfo de saidas;

» suporte para "menus", telas, janelas e paginagéo;
s acesso a TMN,;

» ferramentas para modificagio de lay-out.
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Ambiente da Geréncia Integrada da Rede

A existéncia de diversos EMS’s distintos pode tornar extremamente dificil a tarefa de
gerenciar a rede citada, uma vez que o entendimento da rede como um todo exigiria o
entendimento das diversas visdes apresentadas por cada um deles. Além disso, ainda que
alguns destes EMS’s fornegam geréncia em nivel de rede, normalmente eles se restringem
a uma mesma famflia de equipamentos. Esta abordagem pode ser aceitével para o
gerenciamento de redes de pequena escala, mas torna-se ineficiente & medida em que o
namero de nés aumenta.

A solug@o para a crescente rede foi a implementagio de um sistema integrado de geréncia
de redes, escaldvel e extensivel, possibilitando a inclusiio de novos equipamentos sem
afetar o desempenho do gerenciamento da rede.

O modelo de gerenciamento de redes implementado , satisfaz os requisitos basicos para se
ter um gerenciamento aberto, padronizado e distribuido, baseado na arquitetura TMN.
Suas caracteristicas sfo:

¢ Existéncia de uma DCN (a rede IP que conecta os EMSs aos elementos de rede)

¢ Mecanismos padronizados de gerenciamento (protocolo SNMP)
o Informacdes de gerenciamento abertas e padronizadas (MIBs SNMP)

¢ Paradigma de gerenciamento distribuido gerente-agente (modelo de gerenciamento
SNMP)

» Existéncia de EMS’s

¢ Geréncia Integrada de Falhas (utilizando o Netcool)

Na rede abordada utilizamos o Netcool. Ferramenta de monitora¢cdo da Geréncia ¢ o
Siebel para geréncia de CRM
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3. SISTEMA DE GERENCIA DESENVOLVIDO E FERRAMENTAS

UTILIZADAS
l |
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l WEB Server(ASP) | - e - - 5B ofadis - |
| |
| 4 l
| |
1 |
l Robot SNMP | "
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HP Openview
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Figura 2 - Diagrama da integracdo dos sistemas

27



Apés a descrigdo de aspectos gerais da rede ¢ modelo de geréncia utilizado para referéncia
do trabalho podemos iniciar o entendimento do sistema desenvolvido.

A integragio da ferramenta de CRM e o Netcool ird fornecer diversas facilidades na
resolugéo rapida dos chamados contudo os beneficios devem ocorrer em etapas.
Iniciaremos a descrigdo pelo Sistema de Geréncia , pois para integragdo das plataformas
Siebel e Netcool sera necessério uma ferramenta que intermedeie esté troca de
informagdes. Vamos chama-lo de SG(Sistema de Geréncia). Também neste item serd
apresentada as ferramentas de CRM e o Netcool.

O SG foi desenvolvido para rede e as ferramentas de suporte , Siebel e Netcool
integrados e usadas no diagnostico dos problemas e atendimento dos clientes.,

O Sistema desenvolvido para geréncia consiste de uma série de servigos que juntos
automatizam a operagdo ¢ monitoramento do ambiente produtivo da rede bem como
permitir que clientes tenham acesso em tempo real a diversos indicadores de qualidade de
servigo através da Internet na forma de graficos, tabelas e relatérios.

Os requerimentos para a arquitetura deste sistema sdo confiabilidade, escalabilidade,
extensibilidade, disponibilidade, performance e seguranga. Confiabilidade significa que a
informacdo fornecida por este sistema deve refletir com precisfio o que est4 efetivamente
ocorrendo em termos de qualidade de servigo. Extensibilidade significa que novas
funcionalidades como formas de inspe¢&o do campo ou interfaces com o usuério podem
ser acrescentadas ao sistema sem grandes esforgos de desenvolvimento e nenhum impacto
para o ambiente de produgio. Escalabilidade significa que o niimero de interagdes de
usudrios ou transacdes pode ser radicalmente aumentado sem interferir na arquitetura, mas
apenas adicionando hardware e aumentando a capacidade de infraestrutura. Seguranca
significa que apenas pessoas que tem o direito de acessar determinadas informagdes vio
poder acesséa-las.

Para obter tais requerimentos, o ambiente de gerenciamento foi implementado em quatro
camadas: Camada de Inspegio do Campo, Camada de Bancos de Dados, Camada de
Objetos de Negécio e Camada de Apresentagfio. A Camada de Inspecéio do Campo
concentra a inteligéncia de coleta de indicadores de qualidade de servigo de diferentes
fontes. A Camada de Bancos de Dados mantém toda a informag@o coletada organizada,
indexada, pronta para ser acessada ¢ concentra a inteligéncia para acesso aos dados. A
Camada de Objetos de Negdcio ¢ o conjunto de todas as regras e 16gica de negécio
implementadas em forma de objetos de negdceio. Esta camada acessa dados da Camada de
Bancos de Dados e fornece informag@es tanto para outros sistemas quanto para diversos
sub-sistemas de interface para o usuério. A Camada de Apresentagio é um conjunto de
sub-sistemas de interface com o usuario que permite maltiplas formas de acessar dados de
aplicagéo e se concentra na qualidade de apresentagdo e facilidade de uso.
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Camada de Inspecio do Campo

A camada de inspegdio do campo concentra toda a inteligéncia para coletar indicadores de
qualidade de servico a partir de diferentes origens. As principais origens sdo:
Gerenciamento de Trafego, Gerenciamento de Falhas, Gerenciamento de Seguranga,
Gerenciamento de Capacidade (do Backbone e do Cliente), Gerenciamento de Backup e
Gerenciamento de Servigos do Cliente.

Gerenciamento de Trafego

As informagdes de trafego serfio capturadas utilizando-se a funcionalidade NetFlow dos
roteadores Cisco, presentes no Backbone IP . Estas informagdes sfo enviadas diretamente
para a Camada de Banco de Dados através de um Servi¢o que agrega as informagfes em
tempo real.

Gerenciamento de Backup

A unidade de Gerenciamento de Backup fornecera dois pringcipais tipos de informagéo,
como resultado de procedimentos operacionais: eventos de backup e histérico de tarefas
de backup. Eventos sdo gerados durante a operagio normal da produgio e consiste de
como as operag¢des de backup foram bem ou mal sucedidas. O histérico das tarefas de
backup € o conjunto de todas as informag@es relacionadas as operagdes de backup e
restore tais como tamanho, horario de inicio e final da tarefa, unidade de backup utilizada
¢ assim por diante.

Gerenciamento de Falhas

O Gerenciamento de Falhas ¢ implementado através do Micromuse NetCool trabalhando
em cooperagdo com o HP Open View. Juntos eles disponibilizam uma lista de eventos que
corresponde a cada problema ocorrido em cada equipamento gerenciado.

Estas ferramentas também relacionam o evento de erro com o evento de corregio. O
histérico de eventos € enviado para a Camada de Bancos de Dados de forma a prover uma
forma do cliente ter acesso a esta lista de eventos bem como ter ciéncia das agdes que
foram tomadas.
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Gerenciamento de Seguranca.

Cinco produtos da ISS fornecem servigos de Gerenciamento de Seguranca: RealSecure
Network Sensor, RealSecure OS Sensor, Internet Scanner, System Scanner and Database
Scanner.

Todas as informagdes sobre vulnerabilidades e tentativas de ataques geradas por este
conjunto de ferramentas s3o enviadas & Camada de Bancos de dados que

as organiza e disponibiliza para o cliente acessar em tempo real.

Gerenciamento de Capacidade

A ferramenta VitalNet ¢ utilizada para capturar utilizagio de banda no Backbone e para
prover informagdes de Gerenciamento de Capacidade. VitalNet é uma ferramenta de
gerenciamento de performance de rede que monitora a performance dos recursos da rede e
prové informagdes, estatisticas e graficos sobre Plancjamento de Capacidade e Eventos de
Excegdo. Fornece também projegdes de tendéncias de utilizagio dos recursos da rede que
sdo monitorados. As informagdes coletadas do campo bem como as tendéncias s3o
enviadas para a Camada de Bancos de Dados.

Gerenciamento de Servicos do Cliente

Aplicag6es de clientes como Web Servers, FTP ou mesmo aplica¢des proprietarias podem
gerar logs para controlar utilizagfo de recursos ou eventos de excegfo. Estes logs séo
agregados, sumarizados e carregados na Camada de Bancos de Dados de forma a prover
graficos, tabelas e relatorios para futuras analises do cliente.

Camada de Bancos de Dados
A Camada de Bancos de Dados mantém toda a informagdo coletada organizada, indexada,
pronta para ser acessada e concentra a inteligéncia para acesso aos dados.

De forma a responder aos requisitos desta aplicacfio de missdo critica, precisa-se
considerar o seguinte na Camada de Bancos de Dados:

» Foi utilizado o Servidor Oracle 8i devido as suas amplamente conhecidas
caracteristicas de alta disponibilidade, performance e escalabilidade.

» Todos os dados envolvidos no gerenciamento devem ser armazenados em um
tnico servidor de dados centralizado, mesmo se para isso for necessario
implementar um Cluster de Bancos de Dados para garantir mais disponibilidade e
performance.
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» A inteligéncia de acesso aos dados deve ser implementada usando Stored
Procedures do Oracle para se obter mais performance e facilidade de
gerenciamento. Desta forma assegura-se que o método de acesso sera sempre o
melhor para um determinado conjunto de tabelas, indices ¢ estatisticas de bancos
de dados.

» A agregagiio e sumarizago dos dados recebidos da Camada de Inspegdo do Campo
sdo feitas em tempo real para evitar o crescimento excessivo do tamanho do Banco
de Dados.

Camada de Objetos de Negécio

A camada de Objetos de Negdcio € o conjunto de todas as regras e logica de negécios
implementadas na forma de objetos de negdcio. Esta camada acessa os dados da Camada
de Banco de Dados e disponibiliza interfaces para outros sistemas e para vérios sistemas
de interface com o usuario.

A principal vantagem de se ter uma Camada de Objetos de Negdcio separada das Camadas
de Banco de Dados e de Apresentagfo, € a facilidade de se criar canais de interface com o
usudrio de acordo com as requisi¢des do negbeio sem que se tenha a necessidade de se
codificar novamente as mesmas regras de negdcio. Um cxemplo poderia ser a introdugio
de uma interface para telefones celulares WAP que permite aos clientes ter uma visdo em
tempo real a partir de seu préprio telefone.

A solugdo de objetos adotada é 0 COM-+ rodando sobre o Windows 2000. Esta solugio foi
escolhida pelas seguintes razdes:

e Os servigos de middleware COM+ estfio incluidos gratuitamente em todas as
versdes de sistemas operacionais Windows 2000.

» Ha varias ferramentas de desenvolvimento que suportam o COM+, tais como,
Microsoft Visual Basic, Microsoft Visual C++, Borland Delphi, Borland C++
Builder e muitos outros.

» O servidor de objetos Windows 2000 COM+ ¢ altamente escalavel e confiavel pois
¢ possivel construir um cluster de servidores. Além disso, os servigos do COM+ ja
possuem a distribuigfio de carga e tolerdncia a falhas como caracteristicas
intrinsecas. Também ¢ possivel ter diversos outros sistemas interagindo
diretamente com a Camada de Objetos de Negdcio.
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Agente de Servicos Automatizades

O Agente de Servigos Automatizados é um conjunto de médulos de software dedicados a
visualizagdo ou alteracio de configuracgo de sistemas ou elementos de rede. A equipe de
operagdes ¢ capaz de alterar as configuragdes operacionais utilizando a interface Web da
Geréncia. Esta interface faz uma requisicdo para o servigco de configuragéo especifico a
partir de um objeto de negdcios no servidor de objetos COM+, na camada de Objetos de
Negdcio. Este objeto possui a ldgica necessaria para obter os dados a partir da Camada de
Banco de Dados e efetuar a chamada de uma forma correta e segura ao respectivo médulo
de software. Este por sua vez vai efetuar as configuragdes de campo.

Camada de Apresentacio

A camada de apresentag@o ¢ um conjunto de subsistemas de interface com o usudrio que
permite multiplas formas de acesso aos dados das aplicages e foi projetada visando a
qualidade de apresentagio e facilidade de utilizagio.

Em primeiro Jugar, a Camada de Apresentacio € um conjunto de aplicagbes Web que
permitem aos clientes acesso as aplicagdes utilizando um Web Browser através da
Internet na forma de um portal. Foi implementado na forma de um Cluster de servidores
Web utilizando um conjunto de servidores Intel rodando o Microsoft Windows 2000
Advanced Server e Microsoft Internet Information Server (IIS). Para se ter o
balanceamento de carga foi utilizado o Microsoft Network Load-Balancing (NLB), desta
forma todas as requisi¢8es sdo tratadas ¢ distribuidas entre os diversos servidores IIS

3.1 Netcool

Normalmente, as falhas que ocorrem em uma rede sdo detectadas através de eventos,
denominados alarmes, que sdo gerados pelos elementos de rede afetados. Estes alarmes
sdo exibidos em tempo real nas telas dos consoles responsaveis pelo monitoramento destes
elementos de rede. Esta abordagem exige um moniloramento constante das telas dos
consoles de cada EMS, de forma que novas falhas possam ser detectadas rapidamente.
Isto requer um operador responséavel pelo monitoramento de cada tela. Normalmente, no
entanto, uma tnica falha gera diversos alarmes (um deles sendo a causa da falha, enquanto
todos os outros representam conseqiiéncias dela). Estes alarmes serfio exibidos em
diversas telas, dificultando a tarefa de identificar a causa real da falha. Cada operador
responsdvel pelo EMS onde o alarme apareceu estaria envolvido num processo
completamente descoordenado para identificar o problema real.

Para evitar o cenario descrito acima, escolhemos o Netcool para prover a Geréncia
Integrada de Falhas da Rede. Através dele integram-se as telas dos consoles de todos os
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EMS’s, de forma a se obter uma visdo global da rede. A seguir é apresentada uma
descriciio dos mddulos do Netcool.

Configuracao dos EMSs

Para que o Netcool pudesse receber os alarmes emitidos pelos equipamentos que
compdem a rede , algumas configuragdes tiveram que ser realizadas nos EMSs a fim de
que alarmes fossem redirecionados para a estagio onde o Netcool esté instalado quando
da ocorréncia dos mesmos.

Exemplos :

O ATM-MS ¢ o EMS utilizado na geréncia das switches ATM. O ATM-MS possui um
daemon responsével por redirecionar os alarmes recebidos das switches

Os alarmes foram redirecionados para o servidor do Netcool,

Em seguida, o daemon teve que ser re-inicializado para que a modificacfo no arquivo de
configuragdo pudesse entrar em vigor.

O RASView é o EMS utilizado na geréncia do RAS

Foram necessdrias algumas configuragdes para quc os alarmes provenientes do RAS
pudessem ser redirecionados ao servidor do Netcool.

Antes de descrevermos os detalhes de tais configuragBes, porém, vale lembrar que, uma
vez que o CiscoWorks ndo realiza polling no rotcador Cisco75xx a fim de detectar quedas
do equipamento. O RASView sera, entdo, utilizado também com esse propésito.

Finalmente, as configuragdes efetuadas no RASView foram as seguintes:

1) Insercdio do enderego IP do servidor do Netcool na lista de redirecionamento de
alarmes.

2) Criagdo de um filtro que indique quais os tipos de alarme devem ser redirecionados.
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Arquitetura do Netcool.

Clientes
e
Object
Clientes Web /
{(TEI./WAVE)

Probe Probe

Elementos/IEMS

Figura 3 — Arquitetura do Netcool

Integracio dos Equipamentos

No Netcool, as informacgdes de falhas podem ser detectadas pelos probes. Os probes sdo
elementos passivos de coleta que traduzem as informagdes recebidas dos diversos
elementos de rede para um formato normalizado. exibido na Event List, € que devem
implementar 0 mecanismo de correlacionamento de eventos de problema e resolugio.
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3.3 CRM

Ferramenta utilizada para registro dos eventos ocorridos com o cliente € de todas as
informagdes necessédrias para o gerenciamento do ambiente e conectividade ofertada ,
além do histérico.

O CRM, ou Gerenciamento do Relacionamento com o Cliente, é o nome dado aos
sistemas utilizados para gerenciar as relagdes com os clientes. E importante salientar que
embora o CRM, como ferramenta de TI, possa ser bastante ttil para agilizar e facilitar o
contato da empresa com seu cliente, ou um clientc em potencial, a simples utilizaciio de
um sistema deste tipo néo significa por si s6 a agregacio de mais valor no relacionamento
com o cliente se os produtos e servigos oferecidos pela empresa ndo o estiverem
satisfazendo. O CRM, como tantas outras ferramentas de informética, visa organizar dados
e facilitar sua armazenagem e busca, mas ndo consolida por si $6 o relacionamento com
cliente, que deve ser construido a partir das estralégias da empresa nesse sentido.

No aspecto tecnolégico, o processo de CRM depende de dados, principalmente um banco
de dados com enfoque nas operagdes, integrado ¢ logico, além de sofiware para o banco de
dados, datamining, ferramentas de apoio a decisiio e de administragdo da campanha, e os
software € hardware dos call centers. Tal tecnologia funciona como uma plataforma para
transformar os dados em conhecimento, através de infra-estrutura de informacdes
relevantes.

No que se refere aos call centers, a utilidade das ferramentas CRM esta em agilizar o
atendimento telefGnico ou via site da Internet, através de dispositivos tecnoldgicos que
podem relacionar dados dispersos, usando computadores mais potentes — mais rapidos e
com maior poder de memoria e correlagéo de dados. Por exemplo, o intelligent call
routing permite uma busca da ligagfo, prevendo o porque da ligagio estar sendo feita e
quem seria o melhor agente para atender ao pedido.

A ferramenta utilizada na proposta de integragio ¢ o Siebel.
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Siebel

O Siebel é um sistema de relacionamento com clientes (CRM, em inglés) e ¢ utilizado na
rede como fonte principal de informagdes quando hd interagdo com o cliente. Infelizmente
nem todas as informagdes necessarias ou solicitadas pelo cliente estdo disponiveis na base
de dados do Siebel. Logo, € necessario que esta informag8o seja obtida de forma a manter
o relacionamento com o cliente centralizado. Nesta solugdo, o Siebel foi customizado para
efetuar requisi¢des através do COM+ de modo a obter a informagio necesséria para
completar seu leque de informacdes. Desta forma € possivel obter informagdes do cliente
como enderegos IP, configuragdes de DNS ou quaisquer outras informagdes coletadas

pela Camada de Inspegdo de Campo. Todas estas informag@es estdo disponiveis através do
mesmo canal de software que € o Cluster de Servidores de Objetos de Negocio.

Integrator Data Base
(Netcooi) <+ (Oracle)

| I = ]

Manager Manager Manager Manager
ATM Radios SDH Radios PDH Infrastructure

Figura 4- Arquitetura do sistema atual
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4, DEFICIENCIAS

Ap6s o desenvolvimento desta ferramenta é obrigatério a filtragem e identificagdo dos
eventos gerados pelo Netcool. O volume de alarmes gerados na geréncia de falhas pode
inviabilizar a abertura automatica de “tickets”.

Torna-se necessario a identificacdo dos traps cnviados pelo Netcool com intuito de
evitarmos a abertura desnecessaria de chamados no Siebel inviabilizando o atendimento ¢

diagnéstico dos tickets.
O levantamento adequado dos alarmes deve ser cfetuado em todos os elementos da rede.

Sabemos quais as necessidades de alarmes nas diversas tecnologias e que todos os
equipamentos trabalham com SNMP , portanto tendo acesso as MIBs torna-se facil a
manipulagio dos dados , identificagfio e ¢lassificacdo dos Traps enviados ao Netcool pelos
equipamentos da rede e posterior correlago entre os eventos e envio para a ferramenta de
CRM.

Essa analise ¢ simples , pois todas as tecnologias envolvidas sdo “padronizadas” ,
facilitando a determinacio da identidade das mudangas de estado necessdrias em cada

elemento.

Apds a identificaciio dos alarmes . torna-se neccssério a classificagdo em severidade dos
eventos determinando os alarmes “critical”.
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5. Diagrama do Sistema de Abertura Automatica de Tickets

Conforme citado anteriormente na proposta da implementag3io do sistema teremos alguns
requisitos necessérios para o funcionamento adequado ou esperado da ferramenta ,
portanto a intengdo deste item é evidenciar através do diagrama de falhas nos requisitos
de desenvolvimento para integragdo do Siebel com Netcool e implementagdo da Abertura
Automatica de Tickets.

Netcool SG Siebel

T
Trap Enviado |

alarme

Atualiza Status de
abertura de TT do Trap

]
| |
pelos EMS | | |
| |
| Replica Trap ] |
| automaticamente ] [
r A I
: : Solicita abertura de TT :
N Abre
Insere I A
I notificagio na | IM)
| descrigdo do | |
alarme | | Envlae-mail
| |
: : | Fecha )
| Atualiza k Envlia Ticket Id ] Chamado
I descrigio do Tt T T T T T I
f——————— alarme — - |
' Limpa T | f
E——————= HIPAN IO s v = I
| | 1
| — SetaACK=1_ _ _ _ _ _ _J :
Atuallza :
descrigio do |
1
|
|
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|

Figura 5- Diagrama Automdiica s/intervengdo do Operador
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Netcool SG Siebel
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Figura 6 — Abertura Automdtica c/Intervengdo do Operador
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6. SOLUCAO

Integragdo Netcool-Siebel
6.1 Introducio

O objetivo principal ¢ descrever 0 mecanismo utilizado para a integragéo entre o Netcool e

o Siebel.
Basicamente, esta integragdo torna possivel criar o primeiro beneficio , o trouble tickets

Siebel a partir de alertas relevantes gerados pela rede e recebidos pelo Netcool.

O disparo do processo de criagiio do trouble ticket pode ser classificado nas seguintes
categorias:

1. Automdtico: neste caso, sempre que o Netcool recebe um alerta relevante, o
mecanismo de integracdo para criar trouble ticket para o alerta é disparado
automaticamente. Nenhuma intervengio do operador é necessdria;

2. Semi-automaitico: neste caso, o operador criara um trouble ticket explicitamente,
baseado em um alerta que tenha sido recebido da rede e exibido no interface de usudrio
do Netcool. O mecanismo de integragfio ¢ disparado selecionando-se um alerta na
interface do Netcool e selecionando-se uma op¢io de menu;

3. Manual: neste caso, o operador do NOC utiliza a interface de usuario do Siebel para
abrir o trouble ticket.

Apenas as duas primeiras op¢des estdio no escopo deste documento.

6.2 Descricao
A figura abaixo é um diagrama do mecanismo de integragfio Netcool-Siebel:

Sun Solaris Windows NT
[ (3




Na figura acima, openTT_sumn é um programa ( que serd disparado no servidor onde o
Netcool esta rodando nas seguintes circunstincias:

e Um novo alerta foi recebido pelo Netcool e um trouble ticket Siebel deve ser criado
para lidar com o alerta;

e Um alerta foi atualizado dentro do Netcool ¢ esta autalizagdo deve ser refletida no
trouble ticket Siebel correspondente.

O programa openTT _sun recebe como argumentos todas as informages relevantes do
alerta do Netcool que serd utilizado para abrir ou atualizar o trouble ticket Siebel. Estes
argumentos sdo entdo enviados para a estagdo Windows NT onde o servidor Siebel esta
rodando. Na estagio Windows NT hd um programa C++ denominado openTT_nt que ¢
implementado como um servico do Windows NT. O programa openTT_nt permanece
bloqueado até o momento em que recebe informacdes sobre um trouble ticket a ser
aberto/atualizade vindas do programa open’TT _nt .Neste momento, o programa
openTT _nt acessa o método SiebelTroubleTicket de forma a efetivamente criar/atualizar
o trouble ticket.

O método SiebelTroubleTicket ¢ parte de uma 1DLL implementada em MS Visual Basic
que € responsavel por acessar a interface COM do Siebel.

S3o utilizados sockets para implementar a comunicagéo entre os programas openTT_sun
e openTT nt.

6.3 O método SiebelTroubleTicket

O método SiebelTroubleTicket ¢ fornecido por uma DLL escrita em MS VisualBasic que
¢ ligada ao programa C++ openTT _nt e fornece o acesso a interface COM do Siebel para
criar ou atualizar o trouble ticket Siebel.
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Visdo Geral

Na chegada de um trap no NetCool, o operador deve ser capaz de disparar a abertura do
TT através de algum mecanismo de interface no NctCool. No caso de clientes Colocation,
o sistema devera executar as seguintes tarefas, nesta ordem, sem qualquer intervengdo do
operador: abrir TT/enviar email/fechar TT. No caso de clientes Hosting, o sistema ir4 abrir
um TT automaticamente para o trap através de uma intervenc¢fo do operador (selecionando
um item em um menu).O sistema deverd proceder a abertura automatica do TT e o envio
do email de notificacéo.

ura Automatica de Tr le Ticket (TT) -
Visdo Geral

1
Chegada do tra 3
s P - e T SIEBEL
Cperador
Gateway'SQL Oy erader selicita abertura

auvtomatica de TT

2
Trap é replicade automaticaments 4. —
para a geréndia ! Solicitaglo de Abertura de TT

eréncia dispara sclicitagio de Siebel envia email de
abertura de TT para o Siebel notificacéo de abertura de
T

Web Access

|

|

|

1

|

I

|

|

' Geréncia
:

]

I

I

:

E EMAIL
|

Figura 8- Diagrama de abertura automdtica
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Features Requeridas

= Interface customizada do NetCool
»  Abertura de TT SG > Siebel
= Envio automatico de email de notificagéo

Interface Customizad - do NetCool

Para cada trap que chegar no Netcool, haverd um item no menu Alerts que permitird que
ele dispare a abertura do TT. No caso de clientes Colocation, no momento da replicagfo
do trap para o SG. o mesmo ird verificar se é cliente Colocation. Se sim, abrird o TT
automaticamente, sem intervencéio do operador. No caso de clientes Hosting, o operador
devera solicitar manualmente a abertura(através do item de menu no Netcool).

Ao selecionar o item ‘Open TT” no menu Alerts no Netcool, o mesmo devera disparar um
comando SQL para o banco de dados do SG. Este comando iré inserir uma nova

entrada na tabela de traps com o status de UPDA'I E, porém com um flag setado, indicado
a acfio de abertura de TT.

Ainda néo abriu TT ? Entéio abre. Atualiza Web
Noc(ack)
" T .
OPENTT SOL:INSERT TRAP R
| I — > . -
Ainda nfo abriu TT ? Entéo abre e fecha. Atualiza Web
{Menu Alerts) G Noc(ack)
G
E :
~ P Insere Web Noc
NETCOOL S R [5: T
" SOL:IN@R_A:P /// — | Aindanfio abriu TT ? Entfio abre e fecha ; atualiza Web
i Replicagio v Noc (ack).

JFr————— Automatica

Figura 9 — Diagrama de comunicagdo
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7. BENEFiCIOS ESPERADOS

A implementagio deste sistema deve diminuir o tempo de detec¢do dos eventos gerados
pelo sistema de geréncia , indicando ao Operador da rede a existéncia de falhas através da
abertura de “ticket”.

A diminuigfio do tempo deve necessariamente melhorar o nivel de servigoe oferecido , pois
altera o tempo de detecgfio e solugfio do “problema™.

Beneficios com a implanta¢do do sistema :

- Melhora na qualidade do servigo prestado;
- Maior flexibilidade;

- Aumento da satisfagdo do cliente;

- Analise e verificagio rapida dos problemas.

A rede gera 1620 mil alarmes/dia com aproximadamente 630 mil de severidade ,
“critical” , porém % s#o apagados pelo “clear” ou seja eventos indevidos

Este volume(157,5 mil) de possiveis problemas acarreta entre identificagfio , abertura de
TT, diagndstico e contato com cliente um tempo médio de 30 minutos/alarme e 79 horas
de disponibilidade para essa tarefa , sendo necessario muitos Operadores para suprir a
demanda. Adotando a solugio podemos diminuir o tempo médio para 15 minutos ,
melhorando o desempenho do atendimento.
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8. CONCLUSAQO

Atualmente ¢ utilizado na Operacéio da Geréncia de falhas a MonitoragZo das mudangas
de estado , anilise dos eventos decorrentes desta monitoragdo, para posterior abertura de
Trouble Tickets com a implementagiio da abertura automética de chamados podemos
vislumbrar a possibilidade da diminuicdo do tempo total do atendimento melhorando o
SLA ofertado , tornando essa melhoria ferramenta de negociago ¢ diferenga na anélise de
propostas.

A equipe de Operagio trabalha em regime 24/7 , contudo ap6s as 18:00 horas o nimero
de integrantes diminui causando acumulo de trabalho e dificultando a abertura. O sistema
deve suprir também essa .

Diminuindo o tempo a empresa podera ofertar SLAs mais agressivos.

As melhorias implementadas afetaram positivamente o desempenho da Pré-atividade na
respostas dos chamados conforme podemos observar no grafico abaixo que representa a
percentagem de chamados atendidos durante o ano de 2003. Implementadas ap6s junho.
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Figura 10 — Gréfico de variacdo dos Trouble Tickets pro-ativos
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